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What are fractons?


•  New	models	of	topological	order,	originally	in	three	spaQal	dimensions	
	
•  Log(Ground	state	degeneracy)	linear	in	system	size,	ground	states	
indisQnguishable	by	local	measurement	

	
•  Immobile	excitaQons	(cannot	be	moved	by	any	local	operator).	SomeQmes	also	
subdimensional	excitaQons	



Lightning history lesson


• Prehistory:	Chamon	2005,	Bravyi	2011	
• Haah	2011	
•  Yoshida,	various	quantum	informaQon	people…2011-2015	
• Vijay-Haah-Fu	(2015,	2016),	Pretko	2016	
• Prem-Haah-Nandkishore	(2017),	Ma-Lake-Chen-Hermele	(2017),	Vijay	
(2017),	Pretko	(2017),	Hsieh-Halasz	(2017),	Slagle-(Y.B.)Kim	(2017),	
Prem-Pretko-Nandkishore	(2017),	Ma-Schmitz-Parameswaran-
Hermele-Nandkishore	(2017),	Devakul-Parameswaran-Sondhi	(2017),	
He-Zheng-Bernevig-Regnault	(2017)…	
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Ideas	from	all	these	fields	inform	study	of	fractons,	and	insight	from	fractons	may	inform	all	these	fields	



From fracton par:cle physics to fracton 
condensed ma*er

• Most	work	to	date:	studying	ground	states	(fractonic	vacuum)	or	few	
fracton	problems	(parQcle	physics	of	fractons)	
• My	interest:	fractons	at	finite	density	(condensed	ma+er	physics	of	
fractons)	
•  Two	direcQons		

•  Discrete	fracton	models	at	finite	energy	density	
•  ConQnuous	fracton	models	at	finite	charge	density	



Fracton dynamics at non-zero energy density

Prem,	Haah,	Nandkishore,	Phys.	Rev.	B			95,	155133	(2017)	

Work	with	familiar	models	(X-cube,	Haah’s	code)	
	
Language	of	perturbed	stabilizer	codes,	augmented	by	concepts	from	MBL/ETH	



X cube model
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ton models with conserved U(1) charge could realize ex-
otic three-dimensional phases that are thermal metals
but charge insulators.

Our work has striking implications for MBL, for the
study of fracton phases, and for possible technological
applications of both. For MBL, our work illuminates new
connections to glasses, introducing a new class of mod-
els that exhibit glassy quantum dynamics with transla-
tion invariant Hamiltonians. It may also inform investi-
gations of localization and glassy dynamics in higher di-
mensions [46–48]. For the field of fracton phases, our work
reveals that not only do these models have an unusual
ground state structure, they also support rich quantum
dynamics, thus opening a new line of investigation for
three-dimensional topological phases. Practically speak-
ing, our work also uncovers a new route to information
storage, as well as identifying a potential class of three-
dimensional phases that are thermal metals but charge
insulators. These last could have applications e.g. in high
density electronics, where the problem of heat dissipation
currently constrains possibilities for miniaturization.

II. FRACTON MODELS

Fracton topological phases are a new class of three-
dimensional phases of matter that display features that
go beyond those familiar from gauge theory. These
phases can be obtained as the quantum duals of three-
dimensional systems with symmetries along lower dimen-
sional sub-systems, specifically along planes and fractals.
A unified framework, based on a generalized lattice gauge
theory, for fracton topological order was recently pro-
posed in [38]. Given the novelty of these phases, in this
section we provide a self-contained exposition of fracton
systems, focusing primarily on specific examples to elu-
cidate the features most relevant to the dynamics.

Fracton phases arise in exactly solvable lattice models
in three spatial dimensions and exhibit a sub-extensive
topological ground state degeneracy on the 3D torus. The
distinguishing feature of these systems is the presence of
point-like fractional excitations—fractons—that are fun-
damentally immobile i.e., they cannot move without cre-
ating additional topological excitations. In contrast with
anyons in two-dimensional topologically ordered systems,
where anyons are created at the ends of a Wilson line and
are thus allowed to move by application of a local line-
like operator, there exists no local line-like operator that
creates a pair of fractons. Instead, fractons are created
at the ends of membrane or fractal operators, leaving a
single fracton immobile. A classification scheme for frac-
ton topological order was recently proposed in [38], where
these systems were divided into type I and type II phases.

Type I fracton phases, such as the X-Cube model dis-
cussed below, host fracton excitations at the ends of
membrane operators. While single fractons are immobile,
bound-states of fractons form composite topological ex-
citations that are free to move along lower-dimensional

subsystems such as a line or a plane. There may also exist
additional quasi-particles that are confined to move only
along lower-dimensional subsystems. In type II phases,
such as Haah’s code [35], fractons are created by the ap-
plication of fractal operators and all topological excita-
tions are strictly immobile. The latter feature leads to a
fundamental di↵erence between the dynamics of type I
and II fracton phases, which we now consider separately
in the following sections.

III. TYPE I FRACTON MODELS

The physics of type I fracton topological order is best
illustrated through the example of the X-Cube model [38]
that displays the essential features of these phases. The
X-Cube model is an exactly solvable lattice model defined
on a cubic lattice with Ising spins living on each link. The
Hamiltonian is

H
XC

= �
X

c

A
c

�
X

v,k

B(k)
c

, (1)

where the first term is the sum over all cubes of a twelve-
spin �

x

interaction and the second term is the sum over
all vertices of planar four-spin �

z

interactions as depicted
in Fig. 1. In contrast with two-dimensional topologically
ordered states, such as the Toric Code, that have a finite
and constant topological ground state degeneracy on the
two-torus, the ground state of the pure X-Cube model on
the three-torus of linear dimension L has a sub-extensive
topological ground state degeneracy D, where log2 D =
6L� 3.
A fracton is created by flipping the eigenvalue of the

cubic interaction term. However, there exists no local op-
erator that can create a single pair of fractons. Indeed,

FIG. 1: The X-Cube model is represented by spins � placed
on the links of a cubic lattice and is given by the sum of a
twelve-spin �

x

operator at each cube c and planar four-spin
�
z

operators at each vertex v.
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Exactly	solvable	`stabilizer’	Hamiltonian	in	
three	dimensions.	Sum	of	commuQng	
projectors.		ProperQes	robust	to	small	local	
perturbaQons.	
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applying a �
z

operator to a link flips the eigenvalues of
the four cubes sharing that link. Acting on the ground
state by �

z

along a membrane operator M̂ creates four
fractons at the corners of the membrane, as shown in
Fig. 2i. A single fracton, denoted e(0) (where the super-
script denotes that it is a dimension-0 excitation), is thus
fundamentally immobile, as moving it would create addi-
tional fractons. This is the fundamental “superselection”
rule [49] that will lead to glassy dynamics. Pairs of frac-
tons are however free to move by repeated application
of local membrane operators. A straight Wilson line of
�
z

operators creates a pair of fractons at each end—each
pair is a composite excitation that can move in two di-
mensions, and which we refer to as a dimension-2 (dim-2)
excitation e(2), as shown in Fig. 2ii. In the X-Cube model,
there exist additional dimension-1 excitations (m(1)) cre-
ated at the ends of a Wilson line of �

x

operators, that are
mobile along one-dimensional sub-manifolds. Henceforth
we will refer to the fully mobile four-fracton composites,
created by single �

z

operators, as the topologically neu-
tral sector, and the lower dimensional excitations (frac-
tons and e(2)’s) as the topologically charged sector.

In the following sections, we will focus specifically on
the X-Cube model in the presence of transverse fields,

H = �J
X

c

A
c

�
X

v,k

B(k)
c

+ ⇤
X

i

�
z

+ �
X

i

�
x

, (2)

where i goes over all links in the cubic lattice. Since the
pure X-Cube model Eq. (1) is a sum of commuting pro-
jectors, the relative coe�cient J simply sets the energy
scale between the e and m excitations when ⇤,� = 0.
In the presence of the transverse fields, we expect that
the fracton phase will survive up to some finite ⇤/J and
�/J since this is a gapped phase of matter that is sta-
ble to local perturbations [50, 51]. In the limit of large
transverse fields however, the fracton topological order
will be destroyed, but the precise nature of the transition
between the fracton phase and the trivial paramagnetic
phase has yet to be understood [38]. Since we are inter-
ested in the dynamics within the fracton phase, allowing
only for weak local perturbations, we set J = 1, noting
that our analysis holds as long J is O(1). In addition, we

(i) (ii)

FIG. 2: Topological excitations of the X-Cube model are
depicted in (i) and (ii). Fractons e(0) are created at corners
by acting on the ground state by a membrane operator M
that is the product of �

z

operators along red links. Wilson
line operators create a composite topological excitation e(2).

will first set � = 0 and consider only the dynamics of the
fractons and their composites. After analysing this sec-
tor, we will comment on the consequences of a non-zero
�, which would allow the m(1) particles to hop as well.
The Hamiltonian pertinent for the following discussions
is thus

H = �
X

c

A
c

�
X

v,k

B(k)
c

+ ⇤
X

i

�
z

, (3)

with the perturbation strength ⇤ ⌧ 1. We note that
while we are focusing on the specific example of the X-
Cube model, the results presented here hold broadly for
all type I fracton phases.1

A. Type I Fractons at Finite Energy Density

We begin our discussion of dynamics in fracton mod-
els by considering the X-Cube model Eq. (3) at finite
energy density. Since we have switched o↵ the term that
would allow m’s to hop, we have three kinds of excita-
tions with dynamics in our system: neutral composites,
which, being fully mobile and created by local terms, are
three-dimensional bosons; dim-2 excitations e(2), which
are two-dimensional bosons [38]; and the topologically
charged fractons. A word on notations—since both the
neutral composites and e(2)’s are bosonic, we will hence-
forth refer to the former as the composite (c) sector and
the latter as the bosonic (b) sector, with fractons (f)
sometimes also referred to as the (topologically) charged
sector.
From the preceding general discussion of the model,

it is clear that each fracton hop is accompanied by the
creation of two additional fractons, and so energetically
costs an amount W = 4. We will henceforth refer to this
charge gap simply as W , since the analysis applies also to
generalizations of Eq. (3) that are in the same phase, but
perhaps with a di↵erent charge gap. A single fracton hop
is depicted in Fig. 3: starting with an isolated fracton,
we can move this over by one site by acting by a sin-
gle �

z

operator on the link adjacent to the fracton. This
creates two additional topological excitations; however,
this pair is a dim-2 e(2) excitation and can be moved o↵
to infinity at no additional energy cost. Thus, each hop
takes the system o↵ energy shell. To fully understand the
relaxation in the fracton sector, we must thus take into
account the fully mobile neutral composites and the dim-
2 excitations. These sectors act as a thermalizing bath for
the fractons as rearrangements within these sectors allow
the system to come back on energy shell after each hop.

1 The X-Cube model lacks an exact electromagnetic duality,
present in other type I models e.g., the Majorana cube or
Checkerboard models, which have two distinct fracton excita-
tions, e(0) and m(0). However, we can always choose to initialize
the system with only one topological excitation or perturb the
system only by terms that allow one of the excitations to hop.

Vijay,	Haah,	Fu	(2016)	



•  Fracton	=	-1	e-value	of	Cubic	term	
• No	local	operator	can	create	
single	fractons.	
•  Isolated	fractons	created	at	ends	
of	membrane	operator.	
• Cannot	move	fractons	by	acQng	
with	any	local	operator	(without	
creaQng	addiQonal	excitaQons)	
•  Totally	immobile	excitaQons	

8	

X-Cube Model: Excita:ons


=	σz	



Bound	state	of	two	fractons	–	created	by	Wilson	line-like	operator	
	 	 	 						–	mobile	in	plane	perp.	to	“stack”				

Subdimensional	excitaQons	

9	

X-Cube Model: Excita:ons




Dynamics of fracton models


•  Isolated	fractons	are	completely	immobile	
• At	zero	energy	density	(subextensive	number	of	excitaQons),	the	
system	retains	forever	a	memory	of	its	iniQal	condiQons	under	closed	
system	Hamiltonian	dynamics	
• Many	body	localizaQon	in	a	translaQon	invariant	Hamiltonian!	(but	
only	at	zero	temperature)	(Kim	and	Haah,	2015)	

• What	about	finite	energy	density	(extensive	number	of	excitaQons?)	
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Type I Fractons at Finite Energy Density

Fractons,	bosons,	composites	at	temp.	T	<<	W	
	
Gapped	à	density	fixed	by	T:	
	
Single	fracton	hop	takes	system	off	energy	
shell	by	W.	
	
Mobile	composites	act	as		
heat	bath	with	bandwidth	Λ	<<	W	

W	=	Charge	gap	(=4	in	X-Cube)	



•  Similar	problems	addressed	in	MBL	literature	(RN,	Gopalakrishnan,	
Huse	2014;	Gopalakrishnan	and	RN,	2014,	RN	and	Gopalakrishnan,	
2016)	
•  `Borrow’	those	analyses,	apply	to	fractons	

12	

Usual	case	of	acQvated	transport:	
	
	
	
Arrhenius	relaxaQon.	
	
ExponenQal	slowness	due	to	rarity	of	
charge	carriers.		
	
Mobility	typically	O(1).	

Fractons:	
	
	
	
“AsymptoQc	MBL”	
	
ExponenQally	suppressed	due	to	rarity	
of		charge	carriers.	
	
AddiQonal	suppression	due	to	mobility.	



Consider	equilibraQon	between	fractonic	and	mobile	sectors	
Write	down	rate	equaQons	and	solve.	
	

	Charged	sector	(fractons),	iniQal	temp.	Tf(0)	
	Thermal	sector	(bosons	&	composites),	iniQal	temp.	Tb(0)	>>	Tf(0)	

13	

Equilibra:on b/w Fractons & Bath
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Logarithmic Cooling of Bath


Log	behaviour	over	exp.	long	Qme-scales	
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Logarithmic Hea:ng of Fractons


Log	behaviour	over	exp.	long	Qme-scales	



Connec:ons to classical glass


•  `KineQcally	constrained	models’	of	classical	glass	have	dynamical	rules	
exhibiQng	`dynamical	facilitaQon’	(excitaQons	can	only	move	if	next	to	
other	excitaQons)	
•  Such	dynamical	rules,	imposed	by	hand,	give	glassy	dynamics	and	
logarithmic	relaxaQon	
• Here	these	dynamical	rules	emerge	from	Hamiltonian	dynamics.		
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Haah’s Code (Type II)


J.	Haah	(2011)	

i j 

k
l m

np 

r 
Defined	on	Cubic	Layce.	
	
Two	qubits	on	each	vertex.	
	
Sub-extensive	log(GSD)	on	3-
torus	(but	diverging	in	the	
thermodynamic	limit)	
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Haah’s Code (Type II)


Bravyi	&Haah	(2011)	

Move	fractons	by	overlaying	fractal	
operators.	Each	Qme	spacing	of	fractons	
doubles	
	
To	move	a	distance	R,	overlay	fractal	
operators	log(R)	Qmes	
	
If	only	local	operators	available,	the	
maximum	energy	cost	of	intermediate	
states	is	proporQonal	to	the	number	of	
fractal	overlays	required	–	energy	barrier	
to	move	fractons		



19	

Sub-diffusion in type II models 


Type	II	fracton	system	in	contact	w/	narrow	bandwidth	heat	bath	of	composites	at	
T	
	
	
IniQalise	system	with	isolated	fracton.		
	
Logarithmic	energy	barrier: 	energy	cost	for	moving	distance	R	=	W	c	log	R		
	
Moving	a	distance	R	takes	Qme	

Strong	sub-diffusive	behaviour	in	translaQon	invariant	3D	model		
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“Super-Arrhenius” scaling


System	will	eventually	equilibrate	: 	borrow	energy	from	heat	bath	to	create	
	 	 	 	 	 	fractons	in	groups	of	4.	
	 	 	 	 	Redistribute	over	system.	

	
To	achieve	thermal	density	of	fractons	
	
Need	to	move	fractons	over	length-scale																																											
	
EquilibraQon	Qme	follows	“super-Arrhenius”	scaling	



Fracton Dynamics Summary


•  Fracton	models	are	natural	transla<onally	invariant	models	exhibiQng	
glassy	dynamics	
•  Approach	to	equilibrium	is	logarithmic	in	Qme	
•  Fracton	mobility	is	supressed	(potenQally	super-exponenQally)	
•  Subdiffusion	up	to	(potenQally	super-exponenQally)	long	Qme	

• QuesQon	of	ongoing	interest	here	e.g.	U(1)	variants	of	Haah’s	code	
may	relax	(preliminary)	only	on	Qmescales	exp(exp(exp(1/T)))	

	



Thermodynamics of con:nuous fracton models

Prem, Pretko, Nandkishore, arXiv: 1709.09673 




• Now	consider	correlated	(ground	state)	physics	of	fractons	at	finite	
charge	density.	
• Need	U(1)	model	to	be	able	to	control	charge	density	independently.	
•  Introduce	new	language	-	`higher	rank	gauge	theory’	



Fractons as higher rank gauge theories


• Pretko	(2016)	
• ConQnuum	U(1)	gauge	theory	with	symmetric	tensor	gauge	fields	
• Generalized	Gauss	Law	constraint	e.g.	
• AddiQonal	conservaQon	law	

• Only	processes	that	conserve	dipole	moment	are	allowed.		
•  Charges	are	immobile	(fractons).	Cannot	be	created	or	moved	by	any	local	
operator	

•  Lagrangians	with	symmetric	tensor	fields	as	test	bed	for	fractons	

4

ent analogues of Gauss’s law which one can write down:
@
i

Eij = 0, @
i

@
j

Eij = 0, and Ei

i

= 0, some of which
can be applied on top of each other. Furthermore, each
valid combination of Gauss’s laws will represent a stable
phase, as we will discuss.

To construct Hamiltonians for these theories, the au-
thors of Reference 10 considered the natural generaliza-
tion of the rank 1 compact U(1) Hamiltonian, Equation
4. The generalized E term and gauge constraint term
can be written down immediately, whereas the general-
ized B term requires a bit more cleverness. The struc-
ture of the B term depends on the gauge constraint, and
there can be di↵erent numbers of spatial derivatives in
B depending on the theory, leading to di↵erent disper-
sions for the gauge mode. We will delay discussion of the
magnetic tensor until a later section, since most of our
analysis will not need to make any use of the specifics
of these Hamiltonians, except for the U term enforcing
the generalized Gauss’s law. Almost all of the impor-
tant physics follows directly from the Gauss’s law. The
other terms in the Hamiltonian only serve to define the
dynamics of the gapless gauge mode and the structure of
the magnetic defects. We will, of course, need to check
later that these magnetic defects are not instantons, so
that the theory is stable. This will indeed be the case, so
that these phases will all have a stable deconfined phase
at small g (and obviously a trivial confined phase at large
g). As first shown in Reference 10, many of the models
considered in this paper will have an electric-magnetic
duality, so the behavior of the magnetic particles will of-
ten be the same as that of the electric particles, which
we focus on first. All we will need for the present discus-
sion is that the gauge field is not confining28 at small g,
so that particles exist as well-defined excitations in this
phase.

It is also worth noting that we expect such rank 2 sym-
metric tensor theories to have some relationship with the
theory of gravity, which is also described by a symmetric
tensor gauge field. There is actually a deep connection
between the models considered here and emergent grav-
ity, but this relationship will not be apparent at the level
of the analysis we will conduct here. The emergent grav-
itational behavior of these phases is a topic of its own
and is being treated in a separate work.?

A. Scalar Charge Theory

Let us first take the example of imposing only the con-
straint @

i

@
j

Eij = 0, corresponding to the gauge transfor-
mation A

ij

! A
ij

+ @
i

@
j

� for arbitrary scalar function
�. Of course, the source-free gauge constraint applies
only to the low-energy subspace, achieved for example
via a term in the Hamiltonian of the form U(@

i

@
j

Eij)2

for large U . States which violate the source-free Gauss’s
law must appear higher up in energy as particle states
of the theory in order to have a tensor product Hilbert
space, as is the situation in any condensed matter prob-

lem (see Reference 25 for further discussion of this issue).
For a general state, we can therefore write the general-
ized Gauss’s law as @

i

@
j

Eij = ⇢, defining ⇢ as the scalar
charge density.

So what conservation laws do we have in this system?
Obviously we have charge neutrality, just as in the rank
1 case:

Z
⇢ =

Z
@
i

@
j

Eij = 0 (5)

where the integrals are over three-dimensional space, and
we have integrated a total derivative term. (We choose
to work on a closed manifold for simplicity, so that the in-
tegral of the total derivative vanishes. Everything works
similarly on an open manifold.) This conservation law
leads to the usual constraint that the emergent charges
cannot be created or destroyed unless it is accompanied
by the creation/destruction of other charges in order to
preserve neutrality. Naively, one such allowed neutrality-
preserving operation is a local hop: a particle is de-
stroyed on one site and created on a neighboring site,
in accordance with our usual intuition of particle mobil-
ity.

However, interestingly, this rank 2 theory has an ad-
ditional dipolar conservation law:
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where we have integrated by parts in the middle step.29

(The choice of origin for ~x is arbitrary, since the sys-
tem is neutral.) In this theory, therefore, any cre-
ation/annihilation operation must not only respect the
neutrality of the system, but also the vanishing of its
dipole moment. As a concrete example, take the lat-
tice model discussed in Reference 27, where the diagonal
components (E

xx

, E
yy

, and E
zz

) live on the vertices of
a cubic lattice, and the o↵-diagonal components (E

xy

,
E

xz

, and E
yz

) live on the faces, with all components
taking integer values. The basic creation and annihila-
tion operators can be found by examining the e↵ect of
changing one component of E at a single location by 1
unit. Doing so leads to two distinct types of creation
and annihilation operators, as shown in Figures 1 and 2.

The uniting feature of all such operators is that
they correspond to quadrupolar configurations of charge,
obeying both charge neutrality and vanishing dipole mo-
ment. In fact, it would seem that this quadrupolar prin-
ciple is the fundamental feature of this model which
would allow it to be generalized to other types of lat-
tices besides cubic. Putting rotors on the vertices and
faces of a cubic lattice allowed for the simplest lattice
regularization, since there were e↵ectively six degrees
of freedom at each location, corresponding to the six
degrees of freedom of a 3⇥3 symmetric tensor. Simi-
larly, the simplest lattice regularization of a rank 1 U(1)
gauge theory would be on the links of a cubic lattice, giv-
ing us three degrees of freedom per site. Nevertheless,
the rank 1 theory can be defined on any lattice, with
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ent analogues of Gauss’s law which one can write down:
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can be applied on top of each other. Furthermore, each
valid combination of Gauss’s laws will represent a stable
phase, as we will discuss.

To construct Hamiltonians for these theories, the au-
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tion of the rank 1 compact U(1) Hamiltonian, Equation
4. The generalized E term and gauge constraint term
can be written down immediately, whereas the general-
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ture of the B term depends on the gauge constraint, and
there can be di↵erent numbers of spatial derivatives in
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It is also worth noting that we expect such rank 2 sym-
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theory of gravity, which is also described by a symmetric
tensor gauge field. There is actually a deep connection
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for large U . States which violate the source-free Gauss’s
law must appear higher up in energy as particle states
of the theory in order to have a tensor product Hilbert
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lem (see Reference 25 for further discussion of this issue).
For a general state, we can therefore write the general-
ized Gauss’s law as @

i

@
j

Eij = ⇢, defining ⇢ as the scalar
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So what conservation laws do we have in this system?
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where the integrals are over three-dimensional space, and
we have integrated a total derivative term. (We choose
to work on a closed manifold for simplicity, so that the in-
tegral of the total derivative vanishes. Everything works
similarly on an open manifold.) This conservation law
leads to the usual constraint that the emergent charges
cannot be created or destroyed unless it is accompanied
by the creation/destruction of other charges in order to
preserve neutrality. Naively, one such allowed neutrality-
preserving operation is a local hop: a particle is de-
stroyed on one site and created on a neighboring site,
in accordance with our usual intuition of particle mobil-
ity.

However, interestingly, this rank 2 theory has an ad-
ditional dipolar conservation law:
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where we have integrated by parts in the middle step.29

(The choice of origin for ~x is arbitrary, since the sys-
tem is neutral.) In this theory, therefore, any cre-
ation/annihilation operation must not only respect the
neutrality of the system, but also the vanishing of its
dipole moment. As a concrete example, take the lat-
tice model discussed in Reference 27, where the diagonal
components (E
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, and E
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) live on the vertices of
a cubic lattice, and the o↵-diagonal components (E
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, and E
yz

) live on the faces, with all components
taking integer values. The basic creation and annihila-
tion operators can be found by examining the e↵ect of
changing one component of E at a single location by 1
unit. Doing so leads to two distinct types of creation
and annihilation operators, as shown in Figures 1 and 2.

The uniting feature of all such operators is that
they correspond to quadrupolar configurations of charge,
obeying both charge neutrality and vanishing dipole mo-
ment. In fact, it would seem that this quadrupolar prin-
ciple is the fundamental feature of this model which
would allow it to be generalized to other types of lat-
tices besides cubic. Putting rotors on the vertices and
faces of a cubic lattice allowed for the simplest lattice
regularization, since there were e↵ectively six degrees
of freedom at each location, corresponding to the six
degrees of freedom of a 3⇥3 symmetric tensor. Simi-
larly, the simplest lattice regularization of a rank 1 U(1)
gauge theory would be on the links of a cubic lattice, giv-
ing us three degrees of freedom per site. Nevertheless,
the rank 1 theory can be defined on any lattice, with



Fractons at finite density


• Power	law	repulsion	r-n	(different	n	for	different	theories)	
• A?racQon	exp(-r)	from	kineQc	energy	(fractons	can	move	only	when	
close	to	other	fractons,	not	when	isolated)	
• CompeQQon	of	kineQc	and	potenQal	energy	gives	rich	phase	diagram	

•  n>3	`gravitaQonal	collapse’	
•  n<0	`Wigner	crystal’	
•  0<n<3	`Micro-emulsions’	–	clusters	of	finite	size	



Finite density of dipoles 



• Conserved	dipole	moment	means	we	have	a	second	(vector!)	
chemical	potenQal	to	play	with.		
•  Turn	on	a	finite	density	of	dipoles	and	ask	what	happens.	
•  For	now,	consider	only	dipoles	of	a	parQcular	orientaQon.	



Dipolar Fermi liquid


•  Simplest	higher	rank	theory	in	3D	has	(angle	dependent	but	always	
repulsive)	1/r	interacQons	between	fermionic	dipoles	
• Conjecture:	Fermi	liquid	state	(Friedel	oscillaQons	etc),	also	screening	
•  Test	fractons	of	opposite	charge	have	~r	a?racQon,	which	gets	
screened	to	log(r)	
• CompeQQon	between	log(r)	screened	a?racQon	and	entropy	
•  Temperature	driven	(KT	like)	transiQon	whereby	dipoles	unbind	into	
fractons 	- 	A	finite	temperature	(Fracton)	transiQon.		



Fractonic quantum Hall states


• No	fractonic	stabilizer	codes	in	d=2	
• Higher	rank	gauge	theories	in	d=2	unstable	to	Polyakov	confinement	
•  This	problem	can	be	circumvented	by	adding	a	(higher	rank)	Chern	
Simons	term	(Pretko	2017)	yielding	fractonic	theories	in	d=2	
•  These	Chern-Simons	fractonic	theories	may	be	understood	(Prem-
Pretko-Nandkishore)	as	states	with	a	finite	density	of	dipoles	in	2D	
bulk,	where	dipoles	are	placed	in	quantum	Hall	state	(integer	or	
Laughlin)	



Fracton quantum Hall con:nued


•  (skipping	all	technical	details)	
• Quantum	Hall	states	of	fractonic	charge	(also	thermal	Hall	effect)	
• Can	deduce	edge	theory,	which	is	scale	invariant	1D	field	theory	
(CFT?)	
•  Edge	theory	has	gapless	fracton	excitaQons!	

•  Towards	fractons	in	1D?	Treated	via	CFTs	instead	of	stabilizer	codes?	Work	in	
progress.		

		



Conclusions 



•  Fractons	at	finite	energy	density	have	rich	dynamics	
•  Fractons	at	finite	charge	density	(even	at	zero	temperature)	have	rich	
thermodynamic	structure.		
• We	have	just	scratched	the	surface	–	there	is	lots	to	be	done!	



Thanks to collaborators



